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ABSTRACT 

 

National and State of Louisiana statistics reflect strong opportunities in data analytics through 

2024. A challenge to educators is balancing the broad range of topics, such as statistics, math 

modeling, data management, computer programming, accounting, and marketing, which must be 

addressed in data analytics courses to provide students with an effective skill set in this area. This 

paper discusses the evolution of a first course in data analytics at one of the universities within the 

University of Louisiana System, as well as the planned revisions for the next time the course is 

taught. 

 

Key Words: data analytics, course design, CIS curriculum 

 

INTRODUCTION 

 

Today’s computer information systems educators will reflect that the term data analytics is a 

popular one in both information systems literature and business literature. Companies continue to 

seek solutions for their data warehousing, data integration, and predictive analytics. In solving 

their data analytics needs, organizations have to address everything from initial needs assessment 

to defining user requirements, evaluating and selecting products or services, and implementing 

analytics initiatives. The task for information systems educators is determining what curriculum 

changes need to be made to best prepare today’s information systems and business students with 

the skills for positions in companies in the age of data analytics. Careful research, planning, and 

design must take place, even when the changes are as minor as the addition of one or two required 

or elective courses in data analytics.  

 

DEMAND FOR BUSINESS ANALYTIC SKILLS 

 

Government employment projections often provide helpful insight for faculty considering 

curriculum changes in universities. Tables 1 and 2 contain government projections related to 

Business Analytic skills. Table 1 shows projections on the national level and Table 2 shows similar 

data provided by the State of Louisiana. In both cases, the outlook is the highest level possible 

(“Much faster growth than average” rating by the US Department of Labor and 5/5 stars by the LA 

Workforce Commission). With such a high level of demand growth predicted, Colleges of 

Business, especially those with Computer Information Systems programs, are wise to accept the 

imperative to provide their students with the knowledge and skills necessary for their alumni to 

qualify for such positions.  
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Table 1 

US Department of Labor: Bureau of Labor Statistics, Demand for Business Analytics 
 

Occupational 

Title 

2015 

Median 

Annual 

Pay 

Education 

Required 

Employment 

2014 

Projected 

Employment 

2024 

Change, 2014-24 
Outlook 

Percent Numeric 

Management 

Analysts 
$81,320  Bachelor's 758,000 861,400 14% 103,400 

Much 

faster 

growth 

than 

average. 

Market 

Research 

Analysts 

$62,150  Bachelor's 495,500 587,800 19% 92,300 

Much 

faster 

growth 

than 

average. 

        Source: Reformatted from US Department of Labor: Bureau of Labor Statistics: Occupational Outlook Handbook 

http://www.bls.gov/ooh/business-and-financial/market-research-analysts.htm 

http://www.bls.gov/ooh/business-and-financial/management-analysts.htm 

 

Table 2 

State of LA: Louisiana Workforce Commission’s Occupation Outlook 

Demand for Data Analytics  
 

Occupational 

Title 

2015 

Average 

Annual 

Pay 

Education 

Required 

Employment 

2014 

Projected 

Employment 

2024 

Change, 2014-24 
Outlook 

Percent Numeric 

Management 

Analysts 
$72,695 Bachelor’s 3,680 4,200 14% 520 5/5 stars 

Market 

Research 

Analysts 

$51,526 Bachelor’s 1,900 2,300 21% 400 5/5 stars 

 
Source: Reformatted from State of Louisiana: Louisiana Workforce Commission's Employment Projections: 

Long-term Occupational Projections for All Occupations to 2024 

http://www.laworks.net/LaborMarketInfo/LMI_OccAllProj.asp?years=20142024 

 

CHALLENGES OF TEACHING DATA ANALYTICS 

 

The greatest challenge of teaching data analytics is covering its broad range of interdisciplinary 

topics (Schoenherr & Speier-Pero, 2015), which can include statistics, math modeling, data 

management, computer programming, accounting, marketing, and consumer ethics (Henry & 

Venkatraman, 2015). Bringing these skills together in one class is difficult for instructors, and 

even more so for students. Properly covering all these topics can take an entire degree program, so 

a single, stand-alone class must by default be something of a compromise (McClure et al, 2008). 

http://www.bls.gov/ooh/business-and-financial/market-research-analysts.htm
http://www.bls.gov/ooh/business-and-financial/management-analysts.htm
http://www.laworks.net/LaborMarketInfo/LMI_OccAllProj.asp?years=20142024
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Data analytics is still a relatively new topic in the business curriculum, and finding appropriate 

teaching materials, such as textbooks, tools, and software, can be difficult (Liu, 2016). There is 

general agreement, for instance, that an important part of any data analytics course are projects 

based on actual case studies which use large sets of both structured and unstructured data (Henry & 

Venkatraman, 2015; Cavazos et al, 2014; Aasheim & Williams, 2015). However, these can be 

expensive or difficult to use in a classroom setting (Goh & Sun, 2015). If necessary, structured 

data can be collected from public sources such as the census bureau or major league baseball 

(Meyer, 2016), and unstructured data can be obtained from web-based social media sites (Goh & 

Sun, 2015).  

 

Several software tools are available, and the instructor must decide whether to use easy-to-master 

packages such as Excel or Matlab, or more sophisticated products such as Microsoft SQL server, 

Rapid Miner, or R (Liu, 2016). Again, there are trade-offs. Some instructors believe that 

spreadsheets are not powerful enough to manage realistic data sets (Meyer, 2016), but if students 

have little or no programming background, they may be unprepared to use more advanced 

software. 

 

Another popular tool is visualization software. Products such as Tableau or Orange can help 

students learn how to interpret data by graphically highlighting its salient properties and patterns 

(Warner, 2013). Such visualizations help students understand what the data models actually 

signify and how to apply this knowledge to business goals. 

 

Perhaps the most important, and most difficult, decision will be how to integrate quantitative 

analysis into the course (McClure et al, 2008). Business students may come to the class having 

taken only calculus and business statistics, yet the syllabus covers data modeling, regression, 

classification, and clustering (Aasheim & Williams, 2015; Chaojiang et al, 2015). Liu (2016) 

suggests that the instructor get an early indication of where students are, be prepared to adjust the 

pace of class as needed, and even to review basic topics if necessary. 

 

However, data analytics is much more than math. One danger of focusing on “number crunching” 

and modeling techniques is that they may overshadow the equally important non-technical aspects 

(Warner, 2013). Critical thinking skills related to communication, psychology, and business are 

also necessary to interpret and utilize information mined from data. One way instructors can 

promote these skills is by having students formally present their project results in class (Goh & 

Sun, 2015; Liu, 2016).  

 

Given the significant opportunities in data analytics for bachelor’s degree graduates through 2024, 

data analytics courses are undoubtedly growing within universities across the country. Faculty will 

be challenged to design courses with effective content so that graduates will be ready with the skill 

set business and industry are looking for in this area.  
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DATA ANALYTICS IN UNIVERSITY OF LOUISIANA SCHOOLS 

 

How are schools within the University of Louisiana System meeting the demand for graduates 

with data analytics skills? Colleges of Business certainly recognize the need to integrate more data 

analytics skills within their curricula, and it is common for quantitative analysis to be required of 

all business students. More and more, business schools are also offering additional courses above 

and beyond the basic minimum requirement to allow their students to develop more depth of skill 

in this important area. 

 

In the University of Louisiana system, few degree programs offer a major or concentration in data 

analytics. Of the nine universities in the system, only three have analytics programs (full majors or 

concentrations) listed in their current (2016) catalog: Louisiana Tech University, Northwestern 

State University, and University of Louisiana at Lafayette. Louisiana Tech offers Analytics 

concentrations within their Business Administration and Marketing majors. The University of 

Louisiana at Lafayette offers an Informatics major with a concentration in Business. Interestingly, 

this program is housed outside of its business school. Finally, although Northwestern State 

University does not offer a Bachelor’s Degree with an Analytics focus, it does offer an opportunity 

for students who have already graduated with a Baccalaureate Degree to return to campus to work 

on a Certificate in Business Analytics. Table 3 below presents an overview of data analytics 

programs of the nine schools within the University of Louisiana System. 

 

Table 3 

Status of Data Analytics Majors and Concentrations in 

University of Louisiana System Schools in 2016 

 
University of Louisiana System 

Schools 
Academic Programs Focused on Business Analytics 

Grambling State University None 

Louisiana Tech University 

Business Administration Major--Quantitative Analysis Concentration 

Marketing Major--Marketing Analytics Concentration 

McNeese State University None 

Nicholls State University None 

Northwestern State University Post Baccalaureate Certificate in Business Analytics 

Southeastern Louisiana University None 

University of Louisiana at Lafayette Informatics Major, Business Concentration 

University of Louisiana at Monroe None 

University of New Orleans None 

 

While Table 3 shows that only three University of Louisiana System schools are offering complete 

majors or concentrations in data analytics, it is likely that at least some of the remaining six schools 

without a major or concentration do offer at least one or more data analytics courses. The 

following section of this paper address how the first specific data analytics course at the authors’ 

institution has evolved and describes the current content and structure of the course. 
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THE EVOLUTION OF A COURSE IN BUSINESS DATA ANALYTICS 

In 2015 one of the authors was asked by the CIS department head to teach a Special Topics class in 

Data Analytics. A textbook, Donnelly’s second edition of Business Analytics, was chosen, and the 

course was first offered in the fall 2015 semester. The pre-requisite for the course was QBA 283, 

Business Statistics II. The course was designed to have concepts presented in class followed by 

discussion of the concepts, and suggested out-of-class review work. Eleven chapters were to be 

covered over the length of the semester. Student assessment consisted of four exams and a 

comprehensive final. In addition, the students were to submit their evaluation of three case studies. 

However, as the course progressed, it became apparent that the students did not have the needed 

foundation in statistics and the Excel skills to complete the suggested assignments. Four weeks 

into the course, after the first exam, the instructor changed teaching strategy. Instead of suggested 

out-of-class work, those problems were covered in class at a slower pace while discussing the 

statistical tests and demonstrating the Excel skills needed to run the tests. The course covered only 

nine chapters. These change had a positive effect on the results of the second exam. 

Once the course was over, the instructor re-worked the course for the next offering. Several data 

analytics textbooks were reviewed; they either spoke of the three types of data analytics 

(predictive, prescriptive, and descriptive) with minimal mention of statistics or they were heavy on 

statistics. The instructor needed a blend of statistics that covered the different types of data 

analytics and different software packages on the market that were being used for data analytics. 

While attending the 2016 Association of Business Information Systems Conference, the instructor 

attended a presentation by Mitchell and Thambusamy (2016) on “Developing Data Analytics 

Skills in a Business Computer Applications Course.” This presentation provided useful advice to 

the instructor to re-design the data analytics course. 

Based on information from Mitchell and Thambusamy’s presentation, the instructor redesigned a 

new course, CIS 370, Data Analytics I. For a statistical reference, students would still be able to 

use the original Donnelly textbook from their QBA 282/283 courses. 

Several online resources will be used including the following: 

 Analyzing and Visualizing Data with Excel (Hoter, 2015) 

 Data Visualizations with Power BI in Excel 2013 (Neeb, 2014) 

 Faster Insights to Data with Power BI Jump Start (Tejedor and Weyn, 2014) 

 From Data to Insight and Impact: The BI Revolution (Reguera, 2014) 

 Big Data Analytics (Ramos and Sen, 2013) 

 My Excel Online (http://www.myexcelonline.com/) 

 The Microsoft Virtual academy (http://www.microsoftvirtualacademy.com/): 

o The Business Intelligence Revolution 

o Power Query and PowerPivot in Excel 

o Data Visualization with Power Business Intelligence 
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The revised Data Analytics course will be taught in spring 2017 and will include these topics: 

 Descriptive Analytics including: 

o Visualizing and exploring data 

o Descriptive statistical measures 

o Probability distributions 

o Statistical inference 
 

 Predictive Analytics including: 

o Trendlines and regressions analysis 

o Forecasting techniques 
 

 Functions and complex formulas including: 

o Financial, logical, lookup 
 

 Table Intelligence including: 

o PivotTables and Pivot Charts (including Slicers and Quick Explore) 

o PowerPivot 

o Interactive Dashboards (PowerView) 
 

 Visual Presentation/Data Visualization including: 

o Flash Fill/Quick Analysis 

o Conditional formatting 

o Data bars 

o Sparklines 

o Charting 
 

 Excel customization including: 

o Options, Quick Access toolbar, ribbon 

o Effective spreadsheet design 

o Introduction to data cleansing using Flash Fill 

o Viewing data options using Quick Analysis 
 

 Word skills including: 

o Document design: multiple-page documents/sections, headers/footers, 

o Visualization: graphics and related features 

o Research tools: citations, referencing, hyperlinks/cross referencing 

 

Besides using Excel in the class, students will be exposed to Orange (http://orange.biolab.si/) and 

Tableau Desktop (http://www.tableau.com/products/desktop). 

Assessment will consist of three scheduled exams and a data analysis project. For the data analysis 

project, the students will (a) analyze a given dataset, (b) answer specific questions related to the 

analysis of the data, (c) develop an interactive dashboard in a workbook of organized worksheets 

used in the analysis, and (d) develop a short report providing the descriptive analysis, including 

appropriate visualization components. 
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Upon completing the course, students will have an understanding of the scope of business 

analytics and of the primary statistical tools used in business analytics. More specifically, students 

will be able to: 

 Effectively design spreadsheets for long-term viability 

 Apply Excel analytical tools to business problem solving and critical thinking scenarios 

 Use advanced Excel tools for data analytics 

 Critically analyze appropriateness of data analysis techniques 

 Use visualization tools for business communication and reporting 

 Communicate effectively in a virtual environment 

 

FUTURE PLANS FOR A DATA ANALYTICS CONCENTRATION 

A second course in data analytics is also currently being designed by the CIS faculty at the authors’ 

university. Like many other universities, the authors’ CIS department faculty is stretched thin in 

covering all the courses in the curriculum. The department currently has plans to hire a faculty 

member who will help integrate data analytics into several business courses, such as statistics, and 

in marketing and management courses. With a new faculty member, the department can have 

strong guidance in how to structure a complete academic concentration in data analytics, which is 

a goal of the department. Of course, as many universities recognize, the number of academically 

qualified applicants in this field is undoubtedly too few to meet the needs of institutions desiring to 

hire in that area of expertise. 

CONCLUSIONS AND RECOMMENDATIONS 

This paper has identified the need for graduates with a strong data analytics skill set and reviewed 

the challenges of designing effective data analytics courses. Although a review of academic 

majors in all the schools within the University of Louisiana System shows only three schools 

currently offering majors or concentrations in this area, the authors’ university has implemented a 

specific data analytics course in its curriculum. The paper reviews the evolution of the first 

iteration of that course and planned revisions as a first step in moving toward a 15- to 18-hour 

concentration in data analytics.  
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SOCIAL NETWORKING AND PROFESSIONALISM:  

PREPARING STUDENTS FOR SUCCESS 

 

Kristen L. King, Eastern Kentucky University 

 

ABSTRACT 

 

Due to the prevailing use of social networking sites by students in preparation for their careers 

and those professionals looking to hire them, it is more important than ever to maintain 

professionalism when considering online presence. Professionalism, as is included and 

emphasized in most business curriculum, is adapting to address the unique situations and 

opportunities that social networking sites present on the hiring and employment process. In an 

effort to align industry and employer expectations with student or potential employee behaviors, 

this paper attempts to identify both the positive and negative online behaviors that might be 

considered ‘red flags’ and assess student perceptions regarding how their online presence may be 

viewed by others, especially those from a hiring standpoint. 

 

INTRODUCTION 

 

In past years, job seekers were put off by the idea of potential employers browsing their personal 

social networking sites in an attempt to pre-screen applicants (Drouin, O’Connor, Schmidt, & 

Miller, 2015; Stoughton, Thompson, & Meade, 2015). However put off this may make an 

individual feel, using social networking profiles as a tool in hiring is now a frequently used 

practice, which is especially important given that approximately 65% of all Americans use some 

sort of social networking site (Jobvite, 2013; Perrin, 2015). Considering the majority of 

Americans, especially college students, are interacting on a variety of social networking sites on a 

daily basis, it becomes even more important for educators to prepare, advise, and education them 

in the way of a professional online persona. Therefore, those in academia are charged with making 

sure students are educated and prepared in such a way that they are able to appropriately, digitally 

represent themselves. This is even more important considering the newest generation of college 

students have spent their entire lives in a digital environment, which will ultimately shape 

experiences, how they share information, their digital footprint, and the effect this may have on 

future employment opportunities (Aksoy et al., 2013; Bennett, Maton, & Kervin, 2008; Wesner & 

Miller, 2008). This paper attempts to identify both the positive and negative online behaviors that 

might be considered ‘red flags’ and assess student perceptions regarding how their online presence 

may be viewed by others, especially those from a hiring standpoint. The goal is to better prepare 

students for their careers after college, especially with regard to expectations for social networking 

content, which can be achieved through developing and adapting curriculum and to address these 

trends. 

 

METHODOLOGY 

 

In preparation to formulate a student survey to assess relationships and opportunity for growth 

between student perceptions of their online presence and potential employer expectations, twenty 

five industry professionals from multiple states in the US who directly involved in hiring new 

employees at some point in their career were contacted and asked the following questions: With 
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regard to social networking, what kinds of positive content would you, as an employer, appreciate 

seeing as a part of an applicant’s profile?; With regard to social networking, what kinds of negative 

content would you, as an employer, view as cause NOT to hire an applicant?; How often does your 

company do a check of popular social networking sites to vet applicants (always, frequently, 

sometimes, or not at all)?; and “If you company does check the social networking pages of 

applicants, which sites are examined?  A list was comprised from those responses of both positive 

behaviors (community involvement; professional involvement; volunteering; sharing 

industry-related content, e.g., business articles; engagement with other users) and negative 

behaviors (poor grammar/spelling, foul language, crude/sexual jokes, lewd pictures, 

incomplete/rarely used profile, racist/homophobic/misogynistic content, negative comments about 

individuals, and negative comments about former employees). Furthermore, a list of social 

networking sites that industry professionals acknowledged as those often vetted for applicant 

profiles was comprised, including Facebook, Twitter, Instagram, and LinkedIn. 

 

A survey was then comprised with student assessment in mind, using the lists of both positive and 

negative behaviors as suggested by those industry professionals mentioned above. Students were 

asked to classify behaviors as either positive or negative (in the eyes of an employer) and select 

from a list of popular social networking site to identify those on which they had active profiles. In 

addition, questions were included assess how students believe employers use social networking 

profiles to examine potential candidates (How often do you think employers check the social 

networking profiles of job candidates?), the degree to which students believe their content is 

inaccessible to non-friends (I believe the content I post to my social networking profiles is private), 

and the degree to which they have modified site settings (I have updated the privacy setting on my 

social networking profiles so that my content is only available to a limited audience). These 

questions were ranked on a 7-point Likert scale ranging from Never (1) to Always (7) and Strongly 

Disagree (1) to Strongly Agree (7), respectively.  

 

The survey was disseminated to students in the fall semester of 2016 who were enrolled in a 

variety business classes at a southeastern US university, including Introduction to Business, 

Managerial Reports, and Professional Communication. 173 unique responses were collected, with 

the final count of respondents as n=166 after incomplete responses were removed. 

 

RESULTS 

 

From the industry-professional responses collected, more than 80% indicated that their companies 

either always or frequently check profiles on popular social networking sites in an attempt to vet 

applicants. This indicates that while social networking sites are often used for personal reasons, the 

content published is not only of interest to family and friends, but to those looking to learn more 

about the personality and character of individuals they are considering to hire. This is of added 

importance when one considers that for the most part, aside from LinkedIn, the purpose of most 

social networking sites does not reflect that of professional networking, achievement, and 

discussion.  

 

In considering the student perspective, when asked if they thought employers checked the social 

networking site profiles of applicants, there was an average response of 5.67 where 1 represented 

Never and 7 represented Always. This is a good indicator that students understand the importance 
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of and responsibility to maintaining a professional image, even on personal social networking 

profiles. Respondents also indicated on which social networking sites they maintained a current 

profile, as summarized in Figure 1. 

 

 

Figure 1: Active Social Networking Profiles as Indicated by Respondents, by percentage 

By far, the most popular social networking site used, as indicated by student responses, is 

Facebook, followed closely by Snapchat, Instagram, and Twitter. Also of note, less than 20% of 

respondents reported having an active LinkedIn profile, which may be an area of opportunity for 

student development, as LinkedIn provides a professional platform on which to building 

networking, a dynamic resume, and a business portfolio. Furthermore, when students were asked if 

they believed the content posted on their social networking profiles was private, the average 

response was 3.01, where 1 represented Strongly Disagree and 7 represented Strongly Agree. 

While the actual content posted to an individual social networking profile may or may not reflect 

professionalism at all times, it is of note that students are at least self-aware that others, even those 

in an unintended audience, may be privy to their online communication.  

Perhaps in light of this realization, students reported an average response of 4.94 when asked if 

they had changed the default security settings on their social networking profiles so content is only 

available to a limited audience. However, it is important that individuals, especially students, do 

not gain a sense of safety from these settings, as research tells us that teens and college students are 

more active than ever, even compulsive, in checking news feeds and posting content (Aksoy et al., 

2013; Lewis & West, 2009). 

Interesting results were also found in the students’ classification of those positive and negative 

social networking activities. For the most part, students were able to correctly identify content that 

employers deemed as both appropriate and inappropriate; however, a few areas for improvement 

with regard to student social networking presence emerged, especially important to consider in 

business curriculum development, as will be discussed in the recommendations below. Figures 2 

and 3 summarize these results. 
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Figure 2: Student Classification of Industry Professional Content Described as Positive 

 

 

Figure 3: Student Classification of Industry Professional Content Described as Negative 

 

CONCLUSIONS AND RECOMMENDATIONS 

 

In light of these results, one area for improvement is that of encouraging students in those 

less-obvious areas of both positive and negative social media content. For example, a significantly 

fewer number of students identified sharing industry-related content as a positive type of content 

employers would appreciate seeing on a job candidate’s social media profile than the other four 

options. While the majority of students did identify this item correctly as a positive indicator, it 

might be of note to include and emphasize when advising students of appropriate online content, as 

many of the industry professionals who responded indicated this was an area of particular interest, 

as it showed an awareness and working knowledge of both business practices and current events.  
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Furthermore, while a good majority of the surveyed industry professionals indicated that an 

incomplete or rarely used social networking profile might be a negative indicator when 

considering an applicant, students were much less likely to identify it as such. In today’s 

technology-driven business world where a majority of communication, branding, public relations, 

marketing, etc. occurs with both internal and external contacts, employers more than ever desire 

candidates who recognize the importance of social media and are an active, responsible 

participant. In some cases, then, no profile (or a minimal one), might be worse than one with a 

great deal of content. In this way, we should encourage our students to make sure their social 

networking footprint accurately reflects them both as an individual, and as a potential job 

candidate. Academics also might want to encourage student participation on LinkedIn, as these 

results indicate it is less frequently used than other platforms, although it offers a wonderful way 

for students to highlight and promote their professional achievements and goals. 

 

Future research on the topic would warrant further discussion with industry professionals on 

creating curriculum that specifically aligns with standard business expectations of those entering 

the work force. Furthermore, universities could greatly benefit from continuing relationships with 

local businesses and professionals, who serve as a valuable, credible source of information for 

students, especially in the form of guest speakers, internships, co-ops, and mentoring relationships. 

Aligning our curriculum to ensure we are preparing students for the work force in such a way that 

encourages them to make good decisions regarding maintaining a professional online persona not 

only serves the current needs of our students who are operating in a dynamic, online world, but 

also those of the of businesses that will ultimately choose to hire them. 
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ACTIVE LEARNING WITH TECHNOLOGY 
 

Marcel M. Robles, Eastern Kentucky University 
 

ABSTRACT 
 

Various technological tools used in active or experiential learning have been studied including 

simulations, gamification, and student-generated learning (e.g., podcasts, blogging, and 

screencasts/videos). The uses and benefits of implementing these selected technology tools into 

strategic instructional methods are reviewed after a brief overview of active learning.  
 

Key Words: active learning, simulations, gamification, student-generated learning 
 

INTRODUCTION 
 

Using active learning techniques in technology education is beneficial to students because they 

need not only to learn, but also to apply real-life skills. While passive learning can promote 

students’ knowledge base, active learning allows students to practice theories and skills. Teachers 

must provide feedback throughout the process to guide students with problem solving and ensure 

they are applying concepts to real business situations, such as hiring decisions, negotiations, and 

marketing research methods. 
 

Active learning comprises applying learned skills to real-life situations and using critical thinking 

skills to solve problems (Paul & Mukhopadhyay, 2004; Snyder, 2003). Current technology enables 

teachers to update classroom strategies to include active learning methods that motivate students 

and provide an engaged learning environment. Learning to adapt to new technology is a skill on its 

own as students will need to adapt to new technology and systems throughout their careers. 

Because it is possible, and even highly probable, that technological systems used by different 

organizations will not be exactly the same as the technology platform learned in class; teachers 

should utilize various software and materials other than just Microsoft Word, which Laurillard 

(2002) compared to a quill pen.  
 

Active learning can enhance student understanding of subject matter while also developing 

essential soft skills and technical skills that will translate into the business world. When coupled 

with technology, active instructional methods can become a motivating way for students to learn. 

The purpose of this paper is to inform business and technology education teachers about a few 

teaching strategies that incorporate technology with active learning to enhance student 

understanding of business concepts. 
 

ACTIVE LEARNING IN BUSINESS EDUCATION 
 

Research shows the positive use of technology to enhance active learning in business education. 

Active learning involves students “doing something and taking the lead in thinking about what 

they are doing” (Snyder, 2003, p. 161); it promotes interaction and feedback among peers and 

teachers (Wilson & Sipe, 2014). Students take a participatory role rather than a passive role they 

would take in lectures (Snyder, 2003). Both traditional and active learning methods promote 

mastering concepts and skills, but active learning develops thinking and writing skills more 

thoroughly (Wilson & Sipe, 2014). Active learning can increase skills such as creativity, problem 

solving, and critical thinking (Paul & Mukhopadhyay, 2004). 
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Experiential learning is a type of active learning technique in which students learn through 

experiencing real-life situations in the safe environment of the classroom (Paul & Mukhopadhyay, 

2004). Various experiential and technological tools exist that can aid in the learning process, 

including simulations, gamification, and student-generated learning tools. 

 

SIMULATIONS 

 

Simulations require participants to take on the active role of decision maker within a business, 

usually as a department manager or another type of business executive, in order to solve a problem. 

Some simulations are able to be performed by one person, while others require a team role playing 

together to dissect and analyze various methods for solving the problem. Armer (2011) suggested 

having students participate in a computerized entrepreneurship simulation to emulate Chief 

Executive Officers who are making decisions on behalf of the company. Not only are students able 

to apply concepts learned from the classroom to an actual practice, but also they are excited and 

driven by the computerized competition (Armer, 2011). 

 

Social and teamwork skills can be developed through group simulation work (Xu & Yang, 2010), 

which is important in a real business environment as well. Xu and Yang (2010) found that students 

can develop high levels of knowledge and problem solving skills through simulation use when 

team members present diverse perspectives. Students reported that computerized simulations were 

more interesting and motivating than traditional team projects even though they require more 

effort (Tompson & Tompson, 1995).  

 

GAMIFICATION 

 

Gamification or the act of learning through computerized/online games is increasing and could 

potentially eliminate lectures and presentations (Cohen, 2011). Games are able to make learning 

enjoyable and allow students to use trial and error while learning. Gamification is more than 

entertainment; it also provides a way to engage and motivate students by providing rewards for 

each level during the learning process (Schachter, 2014).  

 

Throughout the process of gamification, students are provided instructions, challenges, and 

feedback from professors regarding their progress on the level or section of the game, which 

enables them to learn from the game (Schachter, 2014). Experiential learning through gamification 

may be more beneficial than traditional teaching because the games “encourage exploration, 

collaboration, and the exchange of ideas while removing unwanted pressures that can interfere 

with students’ abilities” (Cohen, 2011, p. 17). Further, becoming familiar with gamification as a 

process to learn is helpful to students since many businesses are using gamification to train 

employees (Gamification, 2015). For example, Deloitte created a game in which users have to earn 

privileges; and Adobe and Microsoft have developed games to train users on software 

(Gamification, 2015). As technology advances, organizations are adapting innovative methods to 

teach new hires, and students may benefit from learning the technology before they enter the 

workforce, especially while learning in a safe environment where feedback is offered from 

teachers. 
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STUDENT GENERATED LEARNING 

 

Student-generated lessons have also increased, whereby the teacher serves as a resource to 

facilitate the learning process, and students take the lead on developing lesson plans (Wheeler, 

Yeomans, & Wheeler, 2008). Various tools can be used to incorporate technology into these 

student-led plans. By creating their own learning tools, students learn critical thinking skills, 

independence, creativity, and confidence that would be difficult to gain in traditional classroom 

lecture (Wheeler et al., 2008). Podcasts, blogs, and screencasts/videos provide a way for students 

to learn new technology and apply classroom content to real world business situations.  

 

Podcasts. A podcast is a form of audio recording that can be streamed online or downloaded and 

listened to on portable devices or desktop computers (Lee, McLoughlin, & Chan, 2008). Podcasts 

have been used by higher education institutions for years to distribute orientation information, 

lectures, interviews, and other academic information to students (Lee et al., 2008). Podcasts can 

also be used to provide supplementary information for student use to enhance their understanding 

of lessons from the classroom (Powell & Robson, 2014; Swan & Hofer, 2011).  

 

Student use of podcast technology requires and enables a great amount of collaboration; and 

students must articulate their understanding of content by reporting to an audience that they value 

(Lee et al., 2008). Additionally, students are able to learn problem-solving skills and important 

communication skills by working collaboratively to develop a podcast (Lee et al., 2008). 

 

Blogs. A blog is “an online journal where one or more contributors participate in a focused 

discussion” (Deed & Edwards, 2011, p. 12). Blogs created by students can be shared with other 

students to improve learning. One study observed that students were more motivated to learn and 

pay attention to online work through blogs rather than offline work that only a professor sees 

(Yang & Chang, 2011). 

 

Results of one study conducted in an undergraduate marketing class in which students were asked 

to create a blog and update it with marketing stories were positive. The students viewed this 

project as exciting and became more involved with researching and applying concepts from the 

classroom to actual business practices (Kaplan, Piskin, & Bol, 2009).  

 

Blogging also can be a useful learning tool for younger students to develop and enhance literacy 

skills. McGrail and Davis (2011) conducted a study in which elementary students created their 

own blog posts. Results showed that these students were able to understand their audience, which 

allowed them to be more effective and write in a “readerly way, by attending to their readers’ 

needs and interests” (McGrail & Davis, 2011, p. 432).  

 

Screencasts/Videos. Screencasts and video recordings are similar in that they provide a visual 

form of learning that may or may not include audio. Both can be used by individuals to see an 

activity on a screen whether it be a demonstration or presentation. Screencasts are different from 

videos in that they are solely computer based through sharing a section of a computer screen of the 

presenter and can include text captions or narratives to allow the student viewer to reflect on 

previous class material (Powell & Wimmer, 2014).  
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Video recordings generated by students has also been a growing trend in the educational industry 

(Thomas & Marks, 2014). Student-generated videos enable students to learn material from the 

perspective of another student. Social work students who created videos to present to in class 

mentioned increased development of their project management skills as they collaborated with 

others to create the video (Thomas & Marks, 2014). Another benefit of students generating 

screencasts or videos is that they have an additional tool to review at a later time to aid in studying 

(Powell & Wimmer, 2014). 

 

Technology in experiential learning provides students with transferrable skills. Adapting to new 

types of software and systems in the classroom prepares them to learn new systems when they 

enter the workforce. Simulation, gamification, and student-generated learning tools helps students 

develop soft skills necessary to succeed in business, and provide them with knowledge and 

confidence to use technology and apply concepts as they enter the business world. 
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ABSTRACT 
 

Social media sites and tools are innovating faster than any other communications technology in 

history. However, many seem hesitant and struggle to develop their social media presence. As a 

result, business schools, and especially marketing and information systems areas, are exploring 

ways to incorporate social media into their curriculums. This paper illustrates how one business 

school identified a framework for introducing a social media course into the curriculum. 

 

Key words: social media, social media education, social media in business  

 

INTRODUCTION 

 

Many businesses struggle and even fail with social media because they lack a plan. They know 

what the end result of their efforts should be, increase their business, but lack the strategy and 

objectives to get there. In a recent Fortune article, Ryan Holmes, CEO of Hootsuite, stated that 

while the business world is undergoing a transformation with the advent of the Internet, many 

businesses still aren’t on social media and those that are often fail to tap social media’s full 

potential (Holmes, 2015). He further states that a recent McKinsey Global Institute report 

concludes that social technologies stand to unlock $1.3 trillion in business value, yet only 3% of 

businesses are maximizing on this opportunity. Some of these holdouts believe “it’s just a fad” 

(Holmes, 2015, para. 3). According to the Pew Research Center, 76% of online adults use social 

networking sites as of July 2015 (Pew Research Center, 2016). 

 

So why are businesses still hesitant to have a social media presence? Are there too many social 

sites to choose from? How do they initiate a social media program? How do they keep up with the 

changes? Senior management is reluctant to funnel monies into social media simply because 

results can be hard to measure compared to other media such as web, print ads, and broadcast  

(cite). However, the questions of where and how to start and how to track the results are solvable. 

How? Social media education. 

 

Social media education is coming of age. Young adults embrace social media, using it to connect 

with their friends. Young adults, ages 14-18, have grown up with the Internet. They are what is 

referred to as “digital natives” (Ciampa, Thrasher, and Revels, 2016). They use information 

technology and online information effortlessly. Martinez-Aleman (2014) reported that surveys of 

current college students suggest that students clearly want more technology-enabled interactive 

learning opportunities. Martinez-Aleman also reports (2014) that students believe social media are 

first and foremost “social” applications and are not meant for presenting an academic identity but 

for sharing information about themselves with their peers. Many companies seek a return on 

investment from social media, but such a financial outcome may not be the goal. It may be that the 

company is still in existence 5 years from now, if it uses social media (Qualman, 2013, p. 257). 
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Clearly, the need to outline how social media should be taught is necessary. Karen Freberg, a 

strategic communications professor at the University of Louisville identifies social media as one of 

the most demanding, time-consuming, and challenging courses to teach at the university level 

(Freberg, 2016). Susan Chesley Fant, an instructor at the University of Alabama who teaches a 

course called Introduction to Digital and Social Media Marketing, notes that “attention is the 

scarcest resource companies must compete for 24 hours a day 7 days a week. It’s all about 

Monitor, Amplify, Respond, and Lead” (Fant, 2013). 

 

A SOCIAL MEDIA COURSE FOR BUSINESS STUDENTS 

 

Social Media for Business, a 15-week semester course, is designed for juniors who have completed 

all pre-business requirements. Assignments cover social media platforms, policies, and analytics. 

Students engage in tasks such as maintaining accounts in social media and analyzing their social 

media presence and outcomes. Case studies are used throughout the course to cover certain 

theoretical concepts. The course description, required textbooks, and course objectives for IS 3143 

Social Media for Business are presented below: 

 

Course Description: This course provides concepts and techniques for retrieving, exploring, 
and analyzing a social network and social media data. The course will present students with 
the “how to” maintain a social media presence for business. 

 
Textbooks: Socialnomics: How Social Media Transforms the Way We Live and Do Business, 
Erik Qualman, John Wiley & Sons, 2013 
The Art of Social Media, Guy Kawasaki and Peg Fitzpatrick, Penguin Group, 2014 

 
Course Objectives: Upon completing this course, students should be able to: 
 Utilize several models to identify traffic patterns and spread information 

 Complete a project involving planning, executing, and evaluating social media  

 Demonstrate understanding the strategic use of new and social communication technologies 

for businesses and individual career advancement. 

 Apply basic strategic applications of social media tools 

 Utilize key metrics (Twitter Analytics, Google Analytics, Keyhole, Hootsuite, etc.) to assess 

goals and return on investment (ROI) 

 Apply ethical principles to the use of web and social media data 

 

SOCIAL MEDIA PLATFORMS 
 

There are many social media platforms in today’s environment. Print, radio, and television 

advertising have been in use for many decades and have established guidelines and policies. Social 

Media platforms are constantly evolving and changing at a rapid rate. It will be important to teach 

how to use some of the platforms, but impressing on the students that social media is in a constant 

state of flux. “There are dozens – if not hundreds – of Social Media applications, and new ones are 

appearing on the horizon every day. If you still need time to run your core business, you simply 

cannot participate in them all, especially since “being active” is one key requirement to success” 

(Kaplan, 2010, p.65). Most students are familiar with social media and a lot are active in one or 

more platforms. Teaching students to look at these platforms from a business perspective will be a 
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challenge. There is a need to illustrate how to apply business communications and marketing 

concepts to these platforms. 

 

The main platforms are Facebook, Twitter, YouTube, and LinkedIn. Facebook is the largest social 

network on the Web. It has the best brand recognition and has 1.55 billion active users all across 

the globe. Its users do not expect a high volume of new content to stay engaged (Helmrich, 2016.). 

Twitter is limited to 140 characters, but someone’s tweets seem to be in the news every day. The 

platform has 313 million users, but seems to be declining this year. There are strong indications 

that the company may be bought by another company. Twitter can share video, images, links, polls 

and more. Interaction with other users is possible by mentioning their usernames in posts. Twitter 

is a great way to quickly connect with people all around the world (Helmrich, 2016). “YouTube 

has over a billion users and everyday people watch hundreds of millions of hours on YouTube and 

generate billions of views. YouTube overall, and even YouTube on mobile alone, reached more 

18-34 and 18-49 year-olds than any cable network in the U.S” (YouTube, 2016, Statistics, para. 1). 

LinkedIn is a social media platform geared toward professionals, and they use the platform to 

make new connections. The platform is good for recruiting for open positions, connecting with 

like-minded professionals, connecting with media outlets, increased brand exposure, improving 

search engine optimization, and others (DeMers, 2015). Some of the new changes in social media 

are: Video especially live streaming is getting bigger, buy buttons and markets are spreading into 

many social platforms, communication is increasing, and people want to personalize the content 

they are receiving (DeMers, 2016). While social media platforms and tools change, the basics of 

social media stay the same. Tools and platforms change as fast as developers can create and issue 

them. It is not necessary to reinvent the course with every change in technology (Joly, 2016). 

 

SOCIAL MEDIA POLICIES 

 

Social Media is still a relatively new subject for both companies and education. Should a company 

have a social media policy in place? The answer is YES. Why? It identifies the purpose of social 

media for the company, outlines the rules and regulations, and provides the legal guidelines for 

employees conduct using social media. “With a guide of this type in place, employees can be 

trusted to exercise their creativity and show their personalities without worry or stress that what 

they’re sharing on social media could negatively impact their careers or jobs” (Fontein, 2016, para. 

4). In an Entrepreneur article by Mark Henricks, he suggests three reasons to establish a social 

media policy. 
 

1. Protect the company’s reputation—As a general rule people don’t want anything appearing 

on social media that would not want to see on the front page of the local newspaper. Offensive 

behavior and image issues are among the most common problems that surface when 

employees mix business with personal use of social networking sites (Henricks, 2011). 
 

2. Minimize confusion about murky legal issues—having a social media policy can minimize 

legal concerns associated with employee’s questionable actions and opinions expressed 

throughout social media (Henricks, 2011). 
 

3. Raise awareness of the brand—having clear guidelines identified can help employees 

recognize ways they can use social media to help achieve business goals. A social media policy 

should illustrate to employees how they should comment on blogs, posts, tweets, etc. 

(Henricks, 2011). 
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Providing specific guidelines for a social media course will indicate to the students what to expect 

in their online conduct. 

 

SOCIAL MEDIA ANALYTICS 

 

There is a need to teach social media analytics in a course about social media. Continuous 

improvement is core to a lot of business and education practices. Continuous improvement cannot 

take place without some point of reference or measurement of outcomes. “The business challenges 

marketers face with social analytics include knowing what factors to measure, how to measure, 

and how to analyze the stat that comes out of these measurements. From there, one needs to 

determine how to properly utilize this analysis to predict future customer behaviors, outcomes of 

marketing initiatives, and changing of developing trends in the marketplace” (Qualman, 2013). 

Each company or individual will have different metrics that will relate to their type of brand or 

business. 

 

Teaching students to use and understand these social media analytic tools will prepare them to 

monitor and improve social media outcomes. There are many social media analytic tools available. 

Many are free and some for purchase. In sampling several syllabi for existing social media courses, 

several require students achieve a certification in social media analytics. 

 

There are many tools available for social media analytics. Facebook Insights is a tool that is 

available if the firm has over 30 fans. It includes: demographic data, engagement data, location 

data, views, and reach of posts. Twitter Analytics is a built-in analytics platform that tracks 

monthly stats, popular tweet, mentions, and followers for the month. Google Analytics can 

measure website traffic, but also show how many visits a site receives via each social media 

platform. Keyhole can measure a brand or trend’s impact on Twitter, Facebook, and Instagram by 

tracking hashtags, keywords, and campaign metrics. Hootsuite is a social media management 

dashboard that can track a multitude of metrics including times for customer service issues. Klout 

gives a score out of 100 based on the company’s ability to engage and drive action. The tools are 

too numerous to list.  

 

Analytic tools are evolving as fast as or faster than the platforms themselves. Some analytic tools 

will need to be used to teach social media effectively. 

 

SUMMARY AND CONCLUSIONS 

 

Social media has transformed the way people live and work, and it can make people more 

productive (Qualman, 2013). A course in social media will need to be flexible. The social media 

landscape is always changing, and so too do the assignments, lessons, and syllabi (Freberg, 2016). 

Social media will continue to be a part of our lives for the foreseeable future. Businesses can use 

social media as an effective tool to engage with their customers. Development of a social media 

course utilizing the identified curriculum frameworks within this paper will provide students a 

foundation in social media for their future business careers. 
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ABSTRACT 

 

Information systems, as well as Applications of geographic information software and large 

databases, can draw light to issues apparent in the health care business. The purpose of this study 

was to explore the geographic trends in nursing home quality in Southwestern states, using the 

Nursing Home Compare dataset. Using Geographic Information Systems (GIS) to evaluate 

nursing homes addresses quality of care in the context of payer expansion and the geographic 

dispersion of beneficiaries. 

 

INTRODUCTION 

 

There has been an influx of the baby boomers into the healthcare industry; many of whom are 

eligible for or are receiving nursing home care. According to the National Nursing Home Survey, 

approximately 1.3-1.6 million elderly patients receive care from nursing homes (Castle & 

Ferguson, 2010; KFF, 2015). Nursing Home residents often face low quality of care, and this has 

been a critical area of research (Castle & Ferguson, 2010). Average quality of care for nursing 

home residents has consistently remained low (Werner & Konetzka, 2010). More than 1/3
rd

 of 

nursing homes certified by Medicare or Medicaid have quality ratings of 1 or 2 stars, out of 5 stars, 

(KFF, 2015). Nursing home care is dominated by public insurance (50% Medicaid, 16% 

Medicare), so the government and policy makers are invested/interested in ensuring that the 

public’s money is well spent towards nursing home care (KFF, 2007; Werner & Konetzka, 2010; 

Castle & Ferguson, 2010). There are various definitions of nursing home quality; for example in 

the nursing home compare data, there are 181 indicators to be considered (Castle& Ferguson, 

2010; CMS, 2016). Quality indicators are usually defined by measures of structure, process, and 

outcome (Castle & Ferguson, 2010). Structural measures of quality include organizational 

structure and characteristics, while process measures concern what actually is done/occurs during 

the care process (Castle & Ferguson, 2010). Finally, outcome measures evaluate health outcome 

(Castle & Ferguson, 2010). Quality of life as a global measure of care has also been emphasized 

(Werner & Konetzka, 2010). Nursing Home Compare data is publically available, and provides 

standardized quality of care information (Castle & Ferguson, 2010).  

 

Several provisions of the Omnibus Budget Reconciliation Act of 1987 (Nursing Home Reform Act 

of 1987) made progress in the field of nursing home quality. This policy led to the implantation of 

Medicaid-Medicare certifications (15 months), inspections, and a comprehensive regulatory 

system, known as the Minimum Data Set (Werner & Konetzka, 2010; KFF, 2007). The 

incorporation of the minimum data set (MDS), provides detailed information about resident 

quality of life, for quality improvement purposes (KFf, 2007). These regulations have posed 

minimum standards for nursing home quality (Werner & Konetzka, 2010). Progress has been 

made regarding quality of care, such as a reduction in use of restraints, catheterization, functional 
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decline, facility deficiencies, and hospitalizations (Werner & Konetzka, 2010; KFF, 2007). 

However, these regulations alone are not the panacea/cure all for low quality of care; issues with 

quality still exist despite regulations and market reforms (Werner & Konetzka, 2010).  

 

Many factors are related to low quality of care in nursing homes, including staffing levels (number 

of nurses/staff involved in care), ownership status, and deficiencies. Inadequate staffing levels are 

associated with low quality of care, and staffing levels have been stable at low levels in nursing 

homes for the past couple years (KFF, 2007). Although many studies evaluating nursing home 

staffing and quality of care have issues with sample size, study design, and quality indicators, the 

few methodologically robust studies indicate that there is a negative association between staffing 

levels and quality of care (Castle, 2008).  

 

The health care industry is dominated by nonprofit ownership. It has been noted that in for-profit 

nursing homes, deficiencies (health inspection) are higher, while quality ratings and staffing levels 

are lower (Harrington, Olney, Carrillo, & Kang, 2011; KFF, 2015).Thus, in this study, nursing 

home ownership, staffing, and deficiencies will be incorporated as layers into ArcGIS, a 

geographic information systems (GIS) mapping software.  

 

Nursing Home Compare is the most comprehensive and reliable data source for nursing home 

quality of care indicators (Long Term Care Community Coalition, 2015; CMS, 2016). Data 

incorporates quality ratings information about the health inspections (deficiencies and penalties), 

staffing, and quality measures (Long Term Care Community Coalition, 2015; CMS, 2016). The 

majority of the data contained in public reporting, such as Nursing Home Compare, evaluates a 

specific arena of quality of care including pressure sores, infections, pain, or unexplained weight 

loss (Werner & Konetzka, 2010). 

 

The purpose of this study was to explore the impact of ownership, nursing home health inspection 

deficiencies, and staffing levels on nursing home quality, as well as geographic trends in nursing 

home quality in Southwestern states. The data that will be used for this project incorporates 

information from the Centers for Medicare and Medicaid Services Minimum Data Set (MDS) and 

Medicare/Medicaid inspections. Using geographic information systems to evaluate quality of care 

in nursing homes is necessary, as it is challenging to ensure optimal quality of care with the 

expansion of payers and changes in resident demographics due to the geographic dispersion of 

beneficiaries (KFF, 2007).  

 

METHODS 

 

The ArcGIS was used for mapping and spatial analysis of nursing home quality of care data. The 

usage of geographic information systems allows researchers to incorporate information 

technology when evaluating health in terms of the broader environment. Health and healthcare 

quality depends on location; and using geographic information systems aids in evaluating spatial 

autocorrelation in nursing home quality. In other words, use of such an information technology 

tool can explore if quality of care in nursing home “neighbors” are more related than nursing 

homes spaced farther apart. As per Tobler’s First Law of Geography (spatial autocorrelation), 

“everything is related, but near things are more related than distant things” (Environmental 

Sciences Research Institute, n.d.). 
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The data is from the Nursing Home Compare dataset, which incorporates data from the Centers for 

Medicare and Medicaid Services’ (CMS) Health Inspections and the Minimum Data Set. The 

CMS Minimum Data Set is mandatory for Medicare-and-Medicaid certification (CMS 

reimbursement), and includes information about aspects of resident health (CMS, 2016). This data 

source contains data from every nursing home that is certified by Medicare and Medicaid 

(reimbursed by the centers of Medicare and Medicaid Services), and provides information about 

quality of care from Q32014 to Q12015. However, data regarding nursing homes that are not 

Medicare or Medicaid certified are not included (CMS, 2016).  
 

The data was filtered to include only Medicare and Medicaid certified nursing homes in the South 

West region of the United States. According to the United States Census Bureau designated 

regions and divisions, the West South Central Southwest division/region is defined as the states of 

Arkansas, Louisiana, Oklahoma, and Texas (Census, 2016).The data includes information on 

nursing home providers’ addresses and zip codes. Using the Texas A&M University (TAMU) 

Department of Geography, TAMU GeoServices, addresses were geocoded into ArcGIS (TAMU, 

2016). The TAMU GeoServices is an Environmental Sciences Research Institute (Esri) 

Development Center (EDC). For this study, layers incorporated were provider information, quality 

of care, deficiencies, penalties, ownership, and state averages of quality measures.  
 

The Nursing Home Compare data was downloaded as several csv files, one file for each layer. 

Each file was imported into ArcGIS, using the add ASCII data feature. The Geoprocessing Join 

function was used to join the nursing home quality of care, deficiencies, penalties, ownership, and 

state averages files with the geocoded provider information file. Maps of nursing homes and an 

overall map of the nursing home providers in the southwest region of the United States were 

generated. The primary measure of nursing home quality was the quality rating, from the MDS and 

health inspection surveys in the Nursing Home Compare data; the staffing rating and health 

inspection deficiency ratings were also considered in analyses.  
 

For spatial analysis of nursing home providers, several methods were used. In order to identify the 

distribution of the data, a histogram was generated using STATA. Considering the geographic 

distribution of the data, the central feature of high quality nursing homes in each state was 

identified. The central feature considers the most centrally located, in this case, nursing home; the 

central feature was used in order to ensure that the center that was identified occurred at a feature 

(or in this case, at a nursing home location). 
 

Thus for spatial analysis, the average distance between a nonprofit and a for-profit nursing home 

was used (3.673 km) as a baseline for proximity analyses conducted in this study (Grabowski et 

al., 2011; Zheng, Mukamel, Friedman, Caprio, & Temkin-Greener, 2015)). Thus, the proximity 

buffers in this study evaluated whether, on average, the nearest nursing home of similar quality 

(high or low quality) was located within 3.673 kilometers. In order to identify nursing homes with 

high quality measures, attribute extraction was used. Within ArcMap, the select attribute by 

attributes option was used for quality measures greater than or equal to 3 (high quality). Then, 

point proximity buffers were created for nursing homes with high quality/staffing ratings, and for 

nursing home providers with lower ratings. In other words, proximity analyses conducted in this 

study analyzed if a high quality nursing homes located within 3.673 km of another high quality 

nursing home.  
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To evaluate the extent of spatial autocorrelation (akin to Pearson’s correlation coefficient), cluster 

analysis was performed, to assess the cluster of high quality and staffed nursing homes and the 

cluster of low quality and low-staffed nursing homes. Since ratings are categorical variables (5 

point scale, with 5 being the best), the Average Nearest Neighbor index (ANNI) method was used. 

The ANNI will evaluate clustering, dispersion, and random distribution. Thus, clustering of 

nursing homes indicates that similar rated nursing homes are clustered (High quality-High 

quality). Therefore, the select by attribute function was be used within the high quality nursing 

home layer to choose relevant nursing homes in each state (Arkansas, Louisiana, Oklahoma, and 

Texas). Currently, a cluster analysis for all 4 states was conducted; clustering within each state was 

analyzed. In addition, clustering of nursing homes by ownership will be evaluated, statewide.  

 

RESULTS 

 

There were a total of 2,304 nursing home providers included in the sample. The data consisted of 

points, as the locations of each nursing home provider. As expected, nursing homes were clustered 

in metropolitan areas and bigger cities, with higher populations. This reflects the demand/need for 

these healthcare services.  

 

MAPS 

 

Several maps were created, illustrating the locations of all nursing home providers in the 

Southwestern states. 

 

Figure 1. Color-coded Map of the Nursing Homes in the Southwestern U.S.: Quality rating  

  
Black dots = unavailable data.  
 

Figure 1 shows the distribution of quality ratings in nursing homes. Overall, from the map, it is 

evident that the previous literate on nursing home quality is confirmed. A majority of the sample of 

2,034 nursing homes have low quality ratings, from 1-2 stars (as shown in red and yellow), with a 

few nursing homes rated as 3 (pale green). In metropolitan areas, such as Dallas, TX and New 

Orleans, LA, quality ratings are higher than in other rural areas in each of the states. 
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Similarly, a majority of the nursing home providers in the southwestern U.S. have low staffing 

ratings, from 1-2 stars, illustrating that nursing homes are understaffed, as shown in the figure (2) 

below. Contrary to quality ratings, low staffing ratings occur even in big cities/metropolitan areas.  
 

Figure 2. Color-coded Map of the Nursing Homes in the Southwestern U.S.: Staffing rating 

  
Black dots indicate unvaiable data. 
 

Figure 3. Color-coded Map of the Nursing Homes in the Southwestern U.S.: Inspection rating 

 
Black dots indicate unavailable data.  
 

The figure 3 illustrates that majority of nursing homes in the southwest have low health inspection 

ratings (higher deficiencies); this is evident as a majority of providers are yellow or light blue. In 

metropolitan areas, such as Dallas, TX, nursing homes with higher health inspection ratings are 

grouped together. Maps of ownership status of nursing home providers in Texas showed that a 

majority of nursing homes were for-profit. This is consistent with economic literature on nursing 

home ownership status. 
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Figure 4. Color-coded Map of the Nursing Homes in the Southwestern U.S.: Ownership status 

 
 

The above figure (4) indicates the ownership status of nursing homes in the southwest. Green color 

coded points indicates for-profit nursing homes, while orange/yellow points indicate government 

run nursing homes. Finally, red dots indicate nonprofit nursing homes. In the southwestern states, 

especially in major cities in Texas, for-profit nursing homes dominate. Very few nonprofit nursing 

homes were located in these southwestern states, and were spread out throughout each state. Black 

dots indicate unavailable data.  

 

STATISTICAL ANALYSIS 

 

In order to verify the data distribution of quality measures, a histogram was generated for quality, 

staffing, and deficiency ratings. For the Health Inspection rating, values were distribution around 2 

and 4 stars. The most of the nursing homes in the sample have a quality rating of 2 or 5. The 

distribution of the staffing rating is moderate – a majority of the nursing homes have a staffing 

rating of 3. 

 

Fisher’s exact test was performed to determine if there is an association/relationship between 

ownership and quality measures; the exact test was used since one or more of the cells had less 

than 5 observations. The Chi square analyses were also conducted in order to evaluate if there is 

quality measures are correlated with each other.  

 

The Fisher’s exact test, indicated there is an association between quality and ownership status, 

confirming the results from the previous literature (Grabowski et al., 2013). The chi square test 

underestimates, since 54% of the cells are less than 5 observations. Essentially, the relationship 

between quality rating and ownership status is statistically significant. Thus, we reject to the null 

hypothesis. In other words, the variation in quality rating is likely due to ownership status. 

 

Health inspection ratings (χ
2
=47.15, p<0.0001) and staffing ratings (χ

2
=34.85, p=0.004) are 

correlated with ownership status. The chi-square tests indicate that quality of care measures are 

strongly correlated with each other. Staffing is also strongly related to health inspection ratings 
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(χ
2
=88.06, p<0.0001). Similarly, quality of care is correlated with staffing, and variation in health 

inspection ratings is associated with staffing levels. The variation in quality measures is not due to 

random chance.  

 

CONCLUSIONS 

 

Nursing homes in the Southwestern United States are spatially located in large metropolitan areas; 

as seen in maps of nursing homes generated, nursing homes are sparsely located in rural areas, and 

are often fraught with various measures of low quality. Maps of nursing homes and quality 

measures from the Nursing Home Compare data illustrated that nursing homes in the 

Southwestern U.S. are low quality, have high health inspection deficiencies, and are inadequately 

staffed. In addition, Maps indicated that nursing homes in Texas, Oklahoma, Arkansas, and 

Louisiana, in the U.S. Census Bureau Designated West South Central region, are primarily 

for-profit. Quality, staffing, and health inspection deficiencies are correlated to ownership status. 

Reduced staffing is associated with reduced quality rating in nursing homes, and reduced health 

inspection ratings. The results of the cluster analysis indicate that overall, nursing homes with high 

quality are not tightly clustered together. 

 

This study has both methodological strengths and weaknesses. The use of the Nursing Home 

compare data provided a detailed look at various aspects of quality in Medicare-Medicaid certified 

nursing home providers. Another strength is that this study also incorporated a large sample size of 

nursing homes. Data regarding nursing home quality and spatial location was complete and 

accurate; there were very few missing or unavailable data on nursing home quality. The data 

confirmed the correlation between quality ratings, ownership, staffing, and health inspection 

deficiencies, from the literature. In addition, the sample size considered here was large, with 2,037 

nursing homes in the southwest United States considered; data was “representative,” as data on 

each and every Medicare-Medicaid certified nursing home provider was analyzed. 

 

On the other hand, the Southwestern states considered in this paper have the highest amount of 

for-profit nursing home providers (>75% in each state) ), as evidenced in the color coded maps, 

and Texas, Louisiana, and Oklahoma have been documented as having the highest percentages of 

nursing homes with l out of 5 star quality ratings, compared to the rest of the United States (KFF, 

2015); for-profit nursing homes often have lower quality as evidenced in this analysis, generated 

maps/figures, and previous literature (KFF, 2015; Grabowski, 2013). This study may not be 

generalizable nationwide, especially to states with a nonprofit ownership majority. Since the 

locations of nursing homes are dependent on population size and density, the cluster analysis 

should be interpreted with caution. Another limitation of this study is the use of the ANNI is that 

the exact numerical value of the quality, staffing, or health inspection ratings was not incorporated 

within the data analysis. Nursing homes (either 3, 4, or 5), were considered, and the exact 

magnitude of the rating was not considering in the coefficient/ratio. 

 

The results of this study should be interpreted in the economic and geographical context of nursing 

home supply/demand. Geographic differences in the supply of nursing homes, specifically nursing 

home beds, have been documented (CDC, 2013). These geographic differences in supply of 

nursing home beds are almost twice as likely to occur in community beds (CDC, 2013). Use of 

services also varies geographically; for example, in Texas, the use of nursing home services is 
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higher than the national average (CDC, 2013). Population size plays a role in the number of 

nursing homes in each city and the demand for healthcare services for this population. Research 

has shown that quality of care varies by the size of the nursing home provider/facility (KFF, 2015). 

There is also geographical variation in the nursing home facility size (KFF, 2015). 

 

Future research should also incorporate population density, facility/spatial demographic 

characteristics, capacity, and payer source. The regional and census tract level demand for nursing 

homes services should be incorporated into the analysis; state level analyses are not enough. The 

number of individuals over the age of 65 in each state indicates the number of individuals who can 

qualify for nursing home services; for example, in Texas there are 3,099,081 residents over the age 

of 65 (Census, 2015). Arkansas, Oklahoma, and Louisiana have 466,191, 562,531, and 632,894, 

respectively, residents over the age of 65 (Census, 2015). However, this is not representative of the 

spread of nursing homes/supply for services and the demand for services at the local level. For 

example, in Arkansas County, Arkansas has 3,250 individuals over the age of 65 as of 2014, while 

Harris County, Texas has 409,083 individuals over the age of 65, and as mentioned previously, 

demand for care/usage of services is higher in Texas than in other states (Census, 2015). In 

addition, evaluating changes in quality of nursing home care over time would provide a better 

understanding of resident needs and effective policies. 

 

The significance of this study using GIS software for business information systems and nursing 

home quality is for governmental accreditation and policy organizations; such healthcare business 

organizations are thus able to make effective decisions to evaluate changes in nursing home 

quality in regional locations, using available, secondary data on nursing home quality. In addition, 

the results of this study are relevant to nursing homes, as the effective use of GIS technology can 

help in planning nursing home services to meet demand, especially in rural areas. 
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ABSTRACT 

 

Decision support tools have become a very important component of corporate decisions making. 

In the healthcare sector, the use of such tools is now very common as they are an integral part of 

the health information systems (HIS). The current study analyzes the application of two decision 

support tools in hospitals. These tools are DiagnosisOne and Archimedes IndiGO. The literature 

review identifies the best practices of decision support tools which included but is not limited to: 

training and development of HIS users, enhanced service user interactivity, constant monitoring of 

HIS outcomes, and effective hospital leadership and management. The question here is which of 

the two tools is more beneficial for hospitals and under what circumstances? The findings showed 

that the hospital using the DiagnosisOne was more serious about the best practices and so they 

could attain effective and efficient outcomes. Moreover, these hospitals were able to use the tool to 

minimize cases of adverse medical errors 

 

Keywords: decision support tools, health information systems, DiagnosisOne, Archimedes 

IndiGO, decision support systems, decision making. 

 

INTRODUCTION 

 

Information and communication technology (ICT) is rapidly becoming the driving force of almost 

every aspect of our life. Most of the activities and tasks performed in today modern organizations 

are influenced by various information systems which are components of ICT (Klein & 

Hirschheim, 2011). One ways information systems are used in organizations today is through 

decision support systems (DSS); also known as decision support tools. DSS play the role of 

computerized information systems in supporting organizational decision making activities (Kohli 

& Kettinger, 2004). The healthcare sector is one area where the use of DSS has increased 

tremendously. This increase can be attributed to the fact that DSS generally improve the 

administration of healthcare systems and therefore, protect human life (Lindgren, Henfridsson & 

Schultze, 2004). 

 

Adverse medical error is a serious problem confronting many countries in the world. Rothman 

(2011) reported that the medical errors is a serious challenge not only developing nations, as it is 

sometimes believed, but also most developed countries including the United States. Such findings 

create a sense of urgency to remediate the threats that those errors pose on the life of individuals 

and their families. As the number of people affected by adverse medical errors increase, the 

credibility of the health system as an avenue for wellness and health is put into question. Such 

doubts create reluctance in using health facilities. It therefore becomes important to analyze 

different healthcare systems, isolate the problems and take the necessary precautions to reduce or 

eliminate those medical errors. To this end, the current focuses on ways in which DSS may be 
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applied in hospitals to address the identified problem. The research investigates the use of two 

types of DSS in two different hospitals to find how efficient these systems are in improving the 

quality of healthcare. It is important to review of existing literature to understand the available 

decision tools and their efficiency and effectiveness on the healthcare systems. 

 

LITERATURE REVIEW 

 

The healthcare sector continues to receive a lot of attention when it comes to its effectiveness and 

efficiency. Mainly, because any malfunctions within the healthcare system may result in loss of 

life. Knowing that human lives are precious and irreplaceable, efforts have constantly been made 

to advance the level of quality of healthcare at various health facilities (Berner, Detmer & 

Simborg, 2005). In a bid to minimize the occurrence of adverse medical error within healthcare 

facilities, a number of information systems have been introduced to complement the day-to-day 

activities of health workers. Therefore, it is important to first review the studies on medical errors 

in the healthcare sectors; second, analyze the health information system, and finally, investigate 

the decision tools used by the healthcare industry. 

 

Health Information Systems 

 

A good number of researchers have devoted their time and effort studying healthcare and the 

application of information systems in the healthcare area. The combination of healthcare and 

Information system is known as the area of health information systems (HIS). In his study, Kaplan 

(2014) focused on current and emerging technology systems and devices in the healthcare sector. 

He found that healthcare facilities spending more and money on technology systems to accomplish 

task that use to be done manually a decade ago. Ross and Lin (2003) asserted that most healthcare 

providers have made it a requirement for their facilities to adopt and use information systems in the 

course of service delivery. This shift to information technology can be attributed to the fact that 

information systems and devices make most jobs easier and faster (Eysenbach, Powell, Kuss & 

Eun-Ryoung, 2012). 

 

Picano (2004) analyzed the implementation of new technologies in the healthcare environments in 

developed countries; his study put emphasis on the approach by which different health facilities 

roll out their information systems including DSS. Four core best practices were identified to be 

associated with the implementation of HIS. They include training and development of HIS users, 

enhanced service user interactivity, constant monitoring of HIS outcomes, and effective hospital 

leadership and management. These core best practices have been agreed upon in the literature. For 

instance, Markus, Majchrzak and Gasser (2012) argue that HIS must never be seen as dogmatic 

and static aspects of healthcare delivery; therefore, it is important that health professionals receive 

training frequently to adapt to the constant changes associated with the use of the HIS. Likewise, 

Oddo (2011) claimed that the use of HIS requires constant monitoring, to evaluate the systems for 

lapses and to ensure that they achieve desired outcome. Roscam (2000) further indicated that HIS 

are only effective when they achieve the original purposes for which they are implemented. The 

bottom line is that the effectiveness of DSS is appreciated if the DSS tools achieves and improve 

the quality of healthcare as set by each healthcare facility. 
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Medical Errors and Decision Support Systems 

 

It is obvious that there is a need to minimize adverse medical errors caused by human mistakes. 

This study will investigate the efficacy of two different decision support systems used within the 

health sector. This analysis may help identify best practices that come with the use of these DSSs 

that make them more efficient and effective. The project will also help in detecting specific DSSs 

that could be applied in unique cases of health related scenarios. On the whole, the project is very 

necessary in expanding the depth of knowledge in decision support tools, specifically in such a 

sensitive and useful area as healthcare delivery. 

 

This is an expected outcome of the project because it will investigate the efficacy with the use of 

two different DSSs within the health sector. By so doing, it will be possible to identify best 

practices that come with the use of these DSSs that make them more efficient and effective. The 

project will also help in detecting specific DSSs that could be applied in unique cases of health 

related scenarios. On the whole, the project is very necessary in expanding the depth of knowledge 

in decision support tools, specifically in such a sensitive and useful area as healthcare delivery. 

 

Meanwhile, Kreps (2002) observed that adverse medical errors continue to distract the 

achievement of this important vision. One of these is DSS. On the whole, the use of DSS as a 

means of minimizing cases of adverse medical errors has been justified with the argument that 

most of these errors are caused by human mistakes. Meanwhile, DSS minimizes direct human 

involvement in decision making activities (Elder & Hickner, 2005). Therefore, fewer resources are 

applied within the hospital context to achieve better results and hence attain efficiency. In the same 

token, existing literature supports the notion that the use of decision support systems (DSS) can 

help achieve efficiency; especially when resources are used in a manner that they guarantee full or 

maximum outcome (Davison, Martinsons & Kock, 2004). 

 

RESEARCH METHODOLOGY 

 

The underlying issue in this research is the efficient and effective use of decision support tools 

within the healthcare sector. The variables of efficiency and effectiveness are made an underlying 

issue because it is posited that the mere presence of DSS do not necessarily guarantee success with 

decision making activities within an organization such as a hospital (Hevner, March & Park, 

2004). Gostin (2011) argued that due to the popularity of DSS, most organizations including those 

in the health sector have made efforts to adopt one form of it or the other. Regrettably, the best 

practices needed to make these information systems effective and efficient have not been sought 

after. It is therefore expected that best practices considered critical for attaining both efficiency and 

effectiveness while applying various types of DSS be considered and utilized properly. This is 

because the more such best practices are used, the better the chances of having a successful 

outcome with the information systems (Bernhardt, 2010). 

 

Model 

 

Based on reviewed literature, it is perceived that there is a casual relationship between application 

of best practices in DSS in the health sector and the prevention of adverse medical error. In effect 

the variable of reduced adverse medical errors can best be attained if there is an effect and efficient 
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way of applying the DSS in the hospitals. As explained earlier, this relationship does not directly 

focus on the selection of one DSS over the other. Rather, it looks at the extent to which the DSS 

was applied in a way that helped in achieving the purpose for which it was set. The relationship 

shall therefore be explored by first investigating and understanding the reasons for which the two 

different DSSs were selected for the two hospitals. After this, the approach to implementing the 

two DSSs will be investigated to know how well various acts of best practices were fused to make 

them effective and efficient in achieving their purposes. 

 

H0: Effective and efficient implementation of decision support tools will not minimize adverse 

medical error 

 

H1: Effective and efficient implementation of decision support tools is needed in minimizing 

adverse medical error 

 

DATA 

 

The project collected qualitative data in the form of oral content from interview sessions held with 

respondents from two identified hospitals that use two different types of decision systems tools. 

Because the study deals with qualitative data, it can be inferred that the project follows a 

qualitative methodology. As explained by Kumar (2005), a qualitative research is one in which the 

researcher seeks to understand human behavior and the factors that influence their behavior. In the 

context of the current study, the human behavior in question was the approaches used in 

implementing the types of DSS used in these health facilities. As part of exploring the approaches 

to implementation, it was expected that the best practices that are used in the implementation will 

be identified and critiqued. The critique of the approaches to implementation is what is expected to 

help the researcher make a decision on whether or not the systems used are effective and efficient. 

 

As part of the qualitative research method, content analysis method was devised to study the 

outcome of the interview. What this means is that the researcher set some key themes based on the 

measures of the study. The responses given by the respondents were then critiqued in line with 

what has stated in literature as best practices for implementing DSS. The outcome of the analysis 

was then used to determine whether or not a particular decision support tool was effective and 

efficient for the purpose for which it was used. The interview involved two heads of IT department 

in two different hospitals. The first hospital used a clinical DSS known as Archimedes IndiGO 

whereas the second one used DiagnosisOne DSS. The qualitative research was not conducted to 

purposely compare these two DSSs but to find how effectively and efficiently each of them was 

used for the purpose for which it was introduced. 

 

The measures basically refer to the items to which respondents respond to in a typical research 

(Potter, 2006). With the current research, data was collected through an interview. This means that 

an instrument guide was prepared. This guide had three major divisions, each of which carried one 

key measure. The first was on the purpose of introducing decision support tools. The second was 

on the implementation of the tools, and the final measure focused on the outcomes received from 

the tools. 
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RESULTS 
 

The interview was conducted among two respondents each of which was the head of IT in their 

respective hospitals. The first line of questions was posed to find the reasons behind the selection 

of the types of DSS they used at their hospitals. Respondent 1 indicated that his hospital used 

Archimedes IndiGO. The full meaning of IndiGO as used in the context of the DSS was found to 

be individualized guidelines and outcomes. As a result, it was said to have been implemented to 

offer customized reporting and tracking system on each patient. The Archemides IndiGO 

functioned based on the commercialization of the Archimedes Model. When each patient’s 

medical history and record is tracked, it is expected that health providers will be able to deliver 

accurate care that addresses the specific health needs of patients. Adverse medical errors were 

expected to be avoided when using the Archimedes IndiGO because patient care and treatments 

were expected not to be mixed up for different care users. 
 

The second hospital used a DSS called DiagnosisOne. This system was used for the purpose of 

offering clinical decision support, order sets, analytics, and public health recording and 

surveillance. Basically, the DiagnosisOne integrates a SmartConsult dashboard which stimulates 

an electronic health record view and updates patient information when a patient has an encounter 

with the doctor during diagnosis. By implication, DiagnosisOne was implemented to help in 

minimizing adverse medical error by ensuring that doctors access the most accurate and correct 

information about patients during diagnosis so that issues of wrong diagnosis can be avoided. 

Indeed Smith (2013) observed that wrong diagnosis is the first stage and major factor leading to 

adverse medical error. 
 

In the second line of questions, I wanted to know the extent to which the hospitals applied some of 

the best practices identified in literature when the DSSs were being used. The interviewees were 

therefore asked about the extent to which they applied four major types of best practices. These 

included training and development of HIS users, enhanced service user interactivity, constant 

monitoring of HIS outcomes, and effective hospital leadership and managements. The responses 

gathered showed that even though all two hospitals made use of these best practices, the one with 

DiagnosisOne was more particular about these practices. This was detected as the respondent 

indicated that the hospital had a decentralized organizational structure which ensured that the DSS 

was managed independently from other mainstream duties at the hospital. Consequently, the 

hospital’s IT department had much independence to regulate and monitor the use of the DSS by 

enforcing the four best practices. At the hospital using Archimedes IndiGO however, no such 

independence existed for the IT department. For this reason, even though the four best practices 

were in place, they were only integrated into the larger operationalization of the hospital. In effect, 

DiagnosisOne was used in a more efficient and effective way than Archimedes IndiGO. 
 

The last line of questions focused on the outcomes attained with the use of the two DSSs in relation 

to the purposes for which they were put in place. As expected, each of the hospitals had a feedback 

system with which employees and patients reported to managers of the decision support tools. 

From the hospital using DiagnosisOne, the overall impression deduced from the feedback received 

from the employees was that the tool was very relevant in helping speed up the work of diagnosis 

and doctor interactions with patients. The employees also expressed that their levels of physical 

involvement with delivery of healthcare was minimized. By implication, efficiency was 

guaranteed with the use of DignosisOne because the speed of healthcare delivery was enhanced. 
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Similarly, the effectiveness with healthcare delivery was also enhanced leading to minimal cases 

of adverse medical error since the physical involvement of health workers was reduced. For the 

hospital using Archimedes IndiGO, the feedback received showed that the tool had indeed 

improved the quantum of work delivered, which was an evidence for efficiency. In terms of 

effectiveness however, there were some lapses. That is, even though much volume of work was 

added, patients did not really report of experiencing improved outcome with the care they 

received. 
 

SUMMARY AND CONCLUSION 
 

The findings deduced above help to draw conclusion on the use of DSS within the healthcare 

sector. First, it can be concluded that the introduction of DSS as part of HIS is needed within the 

healthcare setting. However, different tools may be used to achieve different outcomes. This 

conclusion is made as the hospitals used two different tools when they had the need to achieve two 

different outcomes or purposes. The second conclusion is that DSS may lead to both effectiveness 

and efficiency with the delivery of healthcare. However, the attainment of these outcomes is 

directly determined by the extent to which best practices are adhered to. These best practices 

included training and development of HIS users, enhanced service user interactivity, constant 

monitoring of HIS outcomes, and effective hospital leadership and managements. The basis for 

this conclusion is that when the best practices were holistically adhered to because of the 

independent running of the IT department, it led to the achievement of both effectiveness and 

efficiency with healthcare for the hospital. Because the hospital had a goal of minimizing adverse 

medical error and achieved it, it will be concluded that the null hypothesis will be rejected. This is 

because effective and efficient implementation of DSS has been found to minimize adverse 

medical error. The recommendation that will be made from the study is that hospitals should not 

see it as enough in introducing decision support tools. Rather, they have to ensure that best 

practices that go with the implementations are adhered to. Future researchers are admonished to 

conduct quantitative research so that the scope of data collection and number of respondents 

included can be increased. 
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